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1. Additional Evaluations

1.1. Additional Qualitative Evaluations On In-The-
Wild Images

We show qualitative comparisons with other state-of-the-
art methods on in-the-wild image sequences. We detect
the faces with the state-of-the-art face detector from Hu
et a. [1]. Although it is the current best performer on the
WIDER Face Detection Benchmark [6], we observe signif-
icant variations in its bounding box quality when applying
under these challenging settings. As shown in Figure 1, per-
formance of the competing methods can drastically degrade
due to both the large appearance variations and imperfect
bounding boxes while our method still demonstrates decent
robustness and accuracy.

1.2. Additional Quantitative Evaluations

1.2.1 3D Model Fitting

We evaluated our 3D model fitting on the AFLW-2000
dataset and compared to Zhu et al. [7]. We did not compare
to Jourabloo et al. [2] as they do not provide 3D fittings.
Our average error 4.25 percent and the average error of Zhu
et al.[7] is 5.18 percent.

1.2.2 Dense 2D Correspondence

We evaluated our dense flow on the AFLW-2000 dataset [7].
On a 128x128 image, each flow had an average error of 2.54
pixels.
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1.2.3 Identity Extraction

We also performed evaluations on the consistency of the
extracted identity shape of the reconstructed 3DMM across
multiple frames or views of the same individual. We tested
our method on 3 views of the same person using data from
The Wikihuman Project [4] and extracted the neutral iden-
tity meshes. The average L2 vertex distance between any
two of the neutral identity meshes is 5.45 mm.
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Figure 1. We provide visual 2D and 3D facial alignment results on challenging in-the-wild images using our method, the method of Zhu
et al. [7], Jourabloo et al. [2], Kazemi et al. [3], and Saragih et al. [5]. We also show the results obtained by [5] when initialized with our
predictions. We note that these results do not have perfect bounding boxes, but our method is more robust than others


